Bonus 2

Free Spark Cloud Offering

So far, we have worked with Spark on your machine only. Since Spark was designed
with a paradigm in mind, it is about time for us to move

to the cloud with some of our code.

In this chapter, we will look at two free trial offers from Databrick, and Microsoft's
HDInsight. Each of these options is slightly different to work with, but they all share the
same underlying capabilities of Spark Note that, there are also other free providers of
Apache Spark available, including:

. Amazon EMR:
http://docs.aws.amazon.com/ElasticMapReduce/Tatest/ReleaseG
uide/emr-spark.htmil

. Google Cloud: https://cloud.google.com/hadoop/

. IBM Analytics for Apache Spark:
http://www.ibm.com/analytics/us/en/technology/cloud-data-
services/spark-as-a-service

In this chapter, you will learn:

. What the Databricks Community Edition has offer

. How to sign up, configure and run a cluster on Databricks
. How to monitor the execution of your jobs

. What Microsoft's Spark on HDInsight offers

. What are the steps to sign up and set up your cluster

. How to run and monitor your jobs with HDInsight

Databricks Community Edition

Databricks is a data platform that provides data integration, real-time exploration, and
production pipelines as a managed cloud service powered by Apache Spark. The team
that created Apache Spark also founded Databricks in 2013. Currently, Databricks is built



on top of AWS Cloud Services. .The Databricks platform itself provides a wide range of
features designed for data engineers and data scientists including the features noted in the
following section.

Notebooks and Dashboards

A collaborative interactive workspace that is designed for data scientists and data
engineers, Databricks provides an integrated environment that allows you to execute
Python, Scala, R, sQL, and Markdown within the same notebook. In addition to the
native visualizations, Databricks notebook allows you to integrate popular visualization
libraries including matplot1ib, ggplot, and D3 (as shown in the following screenshot):

€databricks Data Exploration on Databricks say & Import Notebook

-- Join to the response codes table
-- Switch to pie chart using the chart button below the results
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Also, within the same integrated environment, multiple users can collaborate on the same
notebook, comment, track with revision history (including GitHub integration),
autocomplete, and so on:
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To help make it easier to debug your notebooks, the Databricks notebook also includes a
real-time progress bar that also directly integrates Apache Spark's Web UI into the
notebook. The following screenshot shows the Spark Web Ul DAG visualization that is
embedded directly into the notebook for the textFile.count() action:
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Connectivity
Databricks allows you to connect to your data via your favorite BI tools and REST APIs:

. Secure SQL Server for BI Tools: Databricks allows you to securely
connect and query your data within Databricks managed Apache Spark
clusters using your favorite BI tool such as Tableau, Qlik, and PowerBI

. REST API: From cluster management to uploading third-party
libraries to executing commands and contexts, you can script out these
commands using the Databricks REST API

Jobs and workflows

Databricks has Jobs and Workflows functionality that allows you to easily take your
development notebooks and run them in production. In addition to a flexible schedule,
with Databricks you can run notebooks, Spark JARs, and Jobs. The Jobs feature provides
run log history, retries, notifications, and flexible cluster support (for example, reusing
existing clusters or launching on-demand clusters).



Cluster management

These features are built on top of Databricks managed services with easy-to-use Apache
Spark cluster management. You can launch on-demand or spot clusters in a matter of
minutes with just a few clicks. Important infrastructure features include high availability,
elasticity, 100% Spark Version compatibility, automatic upgrades, and multiple instance
types. All of this is supported and tuned for optimal performance by the experts who
created Apache Spark.The following is a screenshot of the Databricks Community
Edition Cluster Manager. To spin up a cluster, you need only to specify the name and
which version of Apache Spark you would like to work with:

Create Cluster

New Cluster  cancs

pandas-2.1.0_2.11

Spark 2.1.0-db1 (Scala 2.11)

Free 6GB Memory
As a Community Edition user, your cluster will automatically terminate after an idle period of two hours.
For more configuration options, please upgrade your Databricks subscription.

Hide advanced settings

AWS Spark

us-west-2¢c

Community Optimized

Same as worker

B05793_12_44.png

For the paid version of Databricks, you also get to choose which worker and driver
instance type and an unlimited number of clusters, including the ability to auto-scale
those clusters. With Community Edition, you are provided with a 6GB mini cluster that
can easily handle learning Spark and small proof of concepts.



As noted in the previous section, you can also choose which version of Apache Spark you
would like to use. At the time of writing, you can choose from Spark 1.3 to Spark 2.1
with all the major and minor versions in between:

Spark 1.3.0 (Hadoop 1)
Spark 1.4.1 (Hadoop 1)
Spark 1.5.2 (Hadoop 1)
Spark 1.6.0 (Hadoop 1)
Spark 1.6.1 (Hadoop 1)
Spark 1.6.1 (Hadoop 2)
Spark 1.6.2 (Hadoop 1)
Spark 1.6.2 (Hadoop 2)
Spark 1.6.3-db1 (Hadoop 1, Scala 2.10)
v Spark 1.6.3-db1 (Hadoop 2, Scala 2.10)
Spark 2.0 (Auto-updating, GPU, Scala 2.11 experimental)
Spark 2.0 (Auto-updating, Scala 2.10)
Spark 2.0 (Auto-updating, Scala 2.11)
Spark 2.0 (Ubuntu 15.10, Scala 2.10, deprecated) terminate after an idle period of two hours.
Spark 2.0 (Ubuntu 15.10, Scala 2.11, deprecated) [cks subscription.
Spark 2.0.0 (Scala 2.10)
Spark 2.0.0 (Scala 2.11)
Spark 2.0.1-db1 (Scala 2.10)
Spark 2.0.1-db1 (Scala 2.11)
Spark 2.0.2-db1 (Scala 2.10)
Spark 2.0.2-db1 (Scala 2.11)
Spark 2.0.2-db2 (Scala 2.10)
Spark 2.0.2-db2 (Scala 2.11)
Spark 2.0.2-db3 (Scala 2.10)
Spark 2.0.2-db3 (Scala 2.11)
Spark 2.1 (Auto-updating, Scala 2.10)
Spark 2.1 (Auto-updating, Scala 2.11)
Spark 2.1.0-db1 (Scala 2.10)
Spark 2.1.0-db1 (Scala 2.11)

«

o

<«
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Enterprise security

For those whom are security minded, the Databricks Enterprise Security Framework
includes encryption, integrated identity management, role-based access control, access
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controls, and data governance. From an auditing certification perspective, Databricks has
completed SOC 2 Type 1 and offers HIPAA-compliant service; the service is also
available in isolated and secure AWS GovCloud (US).

For more information, please refer to the following links:

. Databricks Product Page:
https://databricks.com/product/databricks

. Databricks Primer: https://databricks.com/wp-
content/uploads/2016/02/Databricks-Primer.pdf

. Databricks Feature Primer: https://databricks.com/wp-
content/uploads/2016/02/Databricks-Feature-Primer.pdf
. Databricks Security:

https://databricks.com/product/security

. Protecting Enterprise Data on Apache Spark:
http://go.databricks.com/protecting-enterprise-data-on-
apache-spark-with-databricks

The free options of Databricks

The free option of Databricks is Databricks Community Edition, which provides you with
a mini 6GB cluster, interactive notebooks and dashboards, and a public environment to
share your work for free. Anyone can sign up for this option and the entire service —
including the ability to spin up different versions of Apache Spark on a single mini
cluster — is completely free.

For Academic institutions, there is also the Databricks Academic Partners Program
designed for both research and instruction. For these institutions, the only costs will be
for Amazon cloud services and you can potentially apply for an AWS in Education grant
to cover those costs. For more information, please refer to
https://databricks.com/academic.

Note that the full platform provides you with important production features including (but
not limited to) the ability to spin up an unlimited number of clusters, production jobs and
RESTful APIs, BI tools integration, GitHub integration, and advanced security
integration. To use the full platform, there is a 14-day free trial excluding AWS charges.



Signing up for the service

To sign up for the Databricks service, please go to http://databricks.com/try-
databricks. On this page, you will be given the option to sign up for the full-platform
trial (14-day free trial excluding AWS charges) and the :

Select a version to get started.

FULL-PLATFORM TRIAL COMMUNITY EDITION
Put Apache Spark to work Learn Apache Spark
+ Unlimited clusters + Mini 6GB cluster
+ Notebooks, dashboards, production jobs, RESTful APIs « Interactive notebooks and dashboards
+ Interactive guide to Spark and Databricks + Public environment to share your work

+ Deployed to your AWS VPC
+ Bl tools integration

+ 14-day free trial (excludes AWS charges)

START TODAY START TODAY

B05793_12_02.png

To use , click on the appropriate Start Today button and
it will provide you with the Sign Up for Databricks Community Edition page. Fill out
the form and click on Sign Up, as noted in the following screenshot:



€databricks:

Sign Up for Databricks Cormmunity Edition

First Name * Last Name *
Doctor Who
Company Name * Work Email *
Tardis put-your-email-here
Password * Confirm Password *
Phone Number What is your intended use case? *
425-555-1212 Personal - Learning Spark

How would you describe your role? *

Data Scientist

\/ I'm not a robot

B05793_12_03.png

Once you agree to the , you will then need to confirm your e-mail
address, as indicated in the following screenshot:



€databricks

Please Confirm Your Email Address

You will receive an email with a link to confirm your email address. Please click the link to complete the signup

process. If you haven't received the email, please check your spam folder.

Contact feedback@databricks.com if you have any questions.

B05793_12_04.png

Go to the e-mail address that you had provided in the sign-up page, and look for the
e-mail. Once you have verified

your email address, you will be redirected to the Databricks login page to login (as noted
in the following screenshot):

€databricks

&% Sign In to Databricks

& | put-your-email-here

Forgot Password?

ks? Sign Up
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In case you forget, the login for Databricks Community Edition can be accessed at
https://community.cloud.databricks.com. Once you have logged in, you will be
presented with the Databricks home page.

Working with Databricks Integrated Workspace

After you log in you will be presented with Databricks Integrated Workspace. It is a
starting point for all the things you can do with Databricks. The Databricks Integrated
Workspace is shown on the following screenshot.

QUpgrade ? &

Community Edition (2.36)

€databricks

Introduction to Apache Spark on Databricks Databricks for Data Scientists Introduction to Structured Streaming
New Jocumentation
B Notebook &' Databricks Guide « New instance types GA
@' Python, R, Scala, SQL « Tag your clusters with AWS tags
Sluster 7 Importing Data
h Cluste @' Importing Data Latest release notes
& Table
& Liorary
Recent files appear here as you work.
Get started with the welcome guide.
B05793_12_06.png

Starting on the left-hand side of Databricks, you have the left-hand navigation bar that
allows you to:
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. Databricks: Go back to this main page

. Home: Go to your primary workspace — the folder that contains your
own items
. Workspace: Go to the workspace that you were working in. For

example, if you were working with a notebook in a shared folder, clicking on
Workspace would go to the notebook in that folder while Home would go
back to your own personal workspace

. Recent: Review the most recent notebooks that you had opened

. Tables: Access any of the tables that you had created

. Clusters: Gives you access to the Databricks Cluster Manager to
quickly launch, expand, and/or terminate your clusters

i Search: Quickly find your notebooks using this handy search feature
. Jobs: Easy access to manage your scheduled jobs (available in paid

edition only)

The Featured Notebooks section in Databricks provides notebooks typically showcasing
the latest Spark features such as (at the time of writing) an Introduction to Structured
Streaming:
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To access any of these notebooks, click on the notebook and it will immediately bring it
up and you can execute it. You will learn more on how to work with these notebooks in
the next section:

The lower frame of the Databricks page provides you with easy access to create new
items (for example, notebooks, clusters, tables, libraries, and so on), the latest
documentation, and any new messages:
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Follow the Getting Started with Apache Spark on
Databricks guide

As you can see from the preceding screenshots, there are many different notebooks and
documentation, such as the Databricks Guide that you can utilize and reference. To help
you get started from scratch, there is the handy Getting Started with Apache Spark on
Databricks Guide available at: https://databricks.com/product/getting-
started-guide/quick-start (as shown in the following screenshot):

Guide
Getting Started with Apache’ Spark™ on Databricks

OO0 0 e —_———0______@&

RODUCTION QUICK START DATASETS DATAFRAMES MACHINE LEARNING  STREAMING WHAT’S NEXT

Welcome
Welcome
Navigating this Guide This self-paced guide is the “Hello World” tutorial of Apache Spark using Databricks (try
Introduction to Apache Spark Databricks here). In the following chapters, you will familiarize yourself with the Spark Ul
Get Databricks learn how to create Spark jobs, load data and work with Datasets, get familiar with Spark’s
Additional Resources DataFrames API, run machine learning algorithms, and understand the basic concepts

behind Spark Streaming. Instead of worrying about spinning up clusters, maintaining
clusters, maintaining code history, or Spark versions, you can start writing Spark queries

instantly and focus on your data problems.

B05793_12_09.png

As noted in the description, this guide is the "Hello World" tutorial of Apache Spark
using Databricks. It contains multiple stages including a Quick Start that explains how to
quickly start using Apache Spark to separate modules for Datasets, DataFrames, Machine
Learning, and Streaming. These are self-contained modules so you can follow this guide
in whichever order you would like to focus on.
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For example, to get to Writing your first Apache Spark Job, you can hover over Quick
Start and jump to the section, as shown in the following screenshot:
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B05793 12 46.pngYou can access the code examples directly by importing the Quick
Start using Python notebook directly. To do this, click on the Quick Start using
Python link
(http://go.databricks.com/hubfs/notebooks/Quick_start/Quick_sStart_uUsi
ng_Python.html) and you will get a view of the notebook.

As this is an HTML notebook, you can scroll through the notebook to view the code and
results, but it is not currently active:
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To make it active, click on the Import Notebook button on the top right and the Import
Notebook dialog will appear (as shown in the following screenshot):
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Copy the URL in the dialog box and go back to your Databricks Community Edition
workspace. From here, go to any folder (in the following screenshot we're using a
shared folder, but you can put this anywhere you want), right-click on the folder to
activate the menu, and click on Import.

Shared v quick start v

Create
Clone
Rename
Move
Delete

Export
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From here, the Databricks Import Notebooks dialog will appear. Click on the URL
button and paste the URL you had just copied from the original notebook.

Import Notebooks
Import from: File © URL

databricks.com/hubfs/notebooks/Quick_Start/Quick_Start_Using_Python.htm|

click here)

B05793_12_50.png
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Once you click Import, the notebook will be copied into your workspace in the folder
you had specified so you can execute it.

Similar to the HTML page, you can scroll through the page and review the results. But now
that the notebook is in your workspace, you can execute the notebook against an Apache
Spark cluster. Let's start by exploring this notebook by double-clicking the top cell with
the title Quick Start with Python.

Notice how the cell changes to edit mode so you can see the underlying Markdown code
as indicated by the %md in the first line of the cell. A markdown cell follows most of the
basic Markdown language syntax allowing you to provide a cell dedicated to text,
descriptions, and supplemental media such as images. Once you click outside of the
markdown cell (for example, click another cell), a markdown cell will immediately
resolve.

Next, let's click on the cell with the following code snippet:

# Take a look at the file system
display(dbutils.fs.1s("/databricks-datasets/samples/docs/"))

This is PySpark code that uses the Databricks commands display and dbtils.fs.Ts.
The display command is a powerful command that converts Spark DataFrames into
native visualizations (for example, formatted tables, bar charts, maps, and so on) as well
as visualizes various Spark ML algorithms. The dbutils.fs.1s command is basically a
1s command for any native DBFS (Databricks File System) or AWS S3 mounts to your
cluster. The execution of this code means you want to have a formatted table view of the
files in the /databricks-datasets/samples/docs/ folder.

While you can import your own data into Databricks, to help you get quickly
started there is a wide variety of datasets available in the /databricks-
datasets mount that you can work with. To import your own data, please
follow the Databricks Data Import How-To Guide at
https://databricks.com/wp-
content/uploads/2015/08/Databricks-how-to-data-
import.pdf.
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To execute this command, you can either click the play button located in the top right of
the cell or using your keyboard, click <shift><enters>:

# Take a look at the file system

display(dbutils.fs.ls("/databricks-datasets/samples/docs/"))

path name size
dbfs:/databricks-datasets/samples/docs/README.md README.md 3137

] A v &

B05793_12_53.png

But wait, we forgot to start a Spark cluster so we can execute our notebook! That's okay,
the Databricks workspace includes the rather nifty feature that automatically launches a
cluster and attaches your notebook to it:

f_—:l_’ —— _——— == = = = —— = —
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In this example, Databricks is automatically starting a Spark 2.0 (Scala 2.10) mini-
cluster. If you want to start a cluster with a different version of Apache Spark, click
Cancel, go to the Cluster Manager on the left-hand navigation so you can customize your
settings if you are ok with the cluster configuration, and then click Launch and Run and
a cluster will be created in the background, as shown in the following screenshot (notice
the pending state in the upper left):
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Once the cluster has been created, the pending state will switch to the cluster name (in
this case, it is My Cluster) and the first cell (the dispTay and dbutils.fs.1s
commands) will automatically execute, as shown in the following screenshot:

@ Quick Start Using Python @yinon) o ?

databricks

s Altached: My Clusterv R Gal~v ® # B e = 9
a - -
Quick Start Using Python
¢ Using a Databricks notebook to showcase RDD operations using Python
@ ¢ Reference http://spark.apache.org/docs/latest/quick-start.html
Workspace
(o)
Recent # Take a look at the file system
display(dbutils.fs.ls("/databricks-datasets/samples/docs/"))
&8
» (5) Spark Jobs
Tables
& path name size
dbfs:/databricks-datasets/samples/docs/README.md README.md 3137
Clusters
iz v &
e il P
Command took 0.60 seconds by denny.g.lee@gmail.com at 1/6/2017, 2:36:24 PM on luste

B05793_12_56.png
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From this point onwards, you can execute the next few cells (either via the Run button or
type <shift><enters> in the cell) to run the following commands:

# Setup the textFile RDD to read the README.md file
# Note this is lazy

textFile = sc.textFile("/databricks-
datasets/samples/docs/README.md")

# when performing an action (like a count) this 1is when the
textFile is read and aggregate calculated

# Click on [view] to see the stages and executors
textFile.count()

As noted in the text within the notebook (as well as in the code comments), this is a
simple rowcount example where the first command is an RDD transformation to create
the textFile RDD by reading the README . md file in the /databricks-
datasets/samples/docs folder. The second action performs an RDD action to
execute the row count.

As shown in the following screenshot, upon executing the action, a Spark Jobs dialog
appears, which provides the real-time progress of the jobs and associated stages executed
to complete the textFile.count(). Once you click View, you will see the Spark Ul
DAG of jobs and stages embedded directly in your notebook so you can easily debug
your Spark job:
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Next steps

And just like that, you have executed your first Spark job within Databricks. Continue
working with this notebook and try out other datasets within the /databricks-datasets
folder. Don't forget, your notebook has revision history, so if you make a mistake and
need to revert to an older version of the notebook, just click on Revision History and
restore the version you want.

Other great resources include:

. Getting Started with Apache Spark on Databricks Guide:
https://databricks.com/product/getting-started-guide/quick-
start

. Databricks Guide: https://docs.databricks.com/user-
guide/getting-started.html

. Introduction to Databricks [Video]:
https://vimeo.com/130273206

. Databricks Cluster Manager and Jobs [Video]:
https://vimeo.com/156886719
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. Data Visualizations in Databricks [Video]:
https://vimeo.com/156886721

. Collaboration in Databricks [Video]:
https://vimeo.com/156886720
. Data Exploration in Databricks [Video]:

https://vimeo.com/137874931

Using HDInsight on Microsoft Azure

With Databricks' Spark notebooks you get the most recent incarnations of Spark as they
are unveiled and pass the beta phase. However, Microsoft's HDInsight product offers
plenty of innovation as well at the expense of some lead-time to get the latest Spark
release.

With the Spark for Azure HDInsight product you get the Jupyter notebooks preinstalled
as well as everything that the Anaconda distribution of Python has to offer. Also, with the
recent purchase of Revolution Analytics by Microsoft, the HDInsight integrates R Server
exposing the largest R-compatible parallel analytics and machine-learning library. In
addition, HDInsight API allows your apps to connect to Azure Data Lake Store which, in
turn, lets you store trillions of files, each of which can be petabytes in size.

Read more about the Azure Data Lake Store here
https://azure.microsoft.com/en-us/services/data-Take-

store/.

The free options on HDInsight

When signing up for the Spark on Azure HDInsight, the offers are different when you are
a simple Joe, a startup, or a student or an academic.

As an individual, when you sign up, you get $200 credit towards services you use and 30-
days trial of any Azure services. Even though you will need to provide credit card
information it will not be charged at the end of your trial should you not decide to convert
to a paid offer at the end of the 30-day period.

For startups, Microsoft offers $150 a month of free Azure cloud services and free
software (such as the Visual Studio and Office package). The offer is available to tech
companies that are no older than five years and make less than $1 million.
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If you are a student or an educator, you can go to
https://www.microsoftazurepass.com/azureu and access the free services through
that portal (as a student) or apply for free credits (if you are a researcher).

Signing up for the service

Let's finally sign up for the service. Go to https://azure.microsoft.com/en-
us/services/hdinsight/ and click on the FREE ACCOUNT link. You should see a
screen similar to the following:

Why Azure  Solutions  Products Documentation  Pricing  Partners Blog  Resources ~ Support

Create your free Azure
account today

‘= Get $200 free credit
Start free with $200 in credit, and keep going with free
options.
Try any Azure services
Explore our cloud by trying out any combination of Azure
services for 30 days.
Pay nothing at the end

We use your credit card information for identity verification,
but you'll never be charged unless you choose to subscribe.

Or buy now >

Frequently asked questions >

. Call sales 1-800-867-1389

B05793_12_10.png

After clicking on the Start free button you will be taken to the sign-in page. You need to
sign in with your Microsoft Account, that is, an account you registered with Microsoft. If
you do not have a Microsoft Account there's a link you can use to create one (see the link
highlighted in the following screenshot):
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Signin

Microsoft account What's this?

|—.~.-

Password

Keep me signed in

Sign in
—— Can't access your account?

Your account, our priority

Adding security information helps protect your account

Sign in with a single-use code

I Don't have a Microsoft account? Sign up now |

B05793_12_11.png

Once you sign in, you should be taken to a page that will allow you to sign up for the
service.

As you can see in the following screenshot, even though you provide the credit
card details, your card will not be charged unless you specifically transition to a
paid option.

First, you need to fill in some personal information:
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Free trial sign up arabas togmaiLcom | Sign out

One month trial

* Country/Region @

$200 Azure credit ((united States )
* First Name
No commitment - trial does not ‘
. : Tomasz ‘
automatically upgrade to a paid
subscription « Last Name

‘ Drabas ‘

Frequently asked questions p

* Email address for important notifications @
! 5

* Work Phone

‘Fx:mph (425) 555-0100 ‘

Organization

‘ Optional ‘
(® Identity verification by phone

(® Identity verification by card

(]
(]

B05793_12_12.png

Once you have filled it in, you will go through a two-factor verification: first, you need to
provide a phone number that the company will either call you on or send a text message
to with a verification code:

(© Identity verification by phone e

[ United States (+1) #]

‘ ‘ Send text message

B05793_12_13.png
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Once you enter the verification code you will be taken to the next screen that will prompt
you for the credit card details. After entering the information you will be taken to the last
step, which is acknowledging the subscription agreement. Once you sign up you should
see the following message; upon clicking on Start managing my service you will be
taken to the Azure Dashboard:

Welcome to Microsoft Azure!
Your subscription - Free Trial

Your subscription is ready for you!

B05793_12_14.png

Microsoft Azure Dashboard

The Azure Dashboard is a one-stop shop for all things Azure: if you want to set up a new
cluster, add a storage account or scale up/down your cluster - this is where you do it:
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/O Search resources

Dashboard V'  + Newdashboard & Edit dashboard {3 Share /" Fullscreen [ Clone [l Delete

- All resources Get started
All resources ALL SUBSCRIPTIONS

Resource groups No resources to display Virtual Machi
irtual Machines

Provision Windows and Linux virtual machines in

App Services .
PP minutes

SQL databases
A App Service

SQL data warehouses Create web and mobile apps for any platform and
device

NoSQL (DocumentDB)
SQL Database

Virtual machines Managed relational database-as-a-service

Load balancers
Storage

Storage accounts Durable, highly available and massively scalable storage

Service health
MY RESOURCES Azure Portal

Learn about how to use the Azure Portal

Virtual networks
Azure Active Directory
Monitor

Marketplace
Azure Advisor
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On the left-hand side of the screen you have the full palette of services you can set up. In
the middle, you will be shown all the resources available in your subscription; for now
there is nothing, but this will change soon.

Setting up an HDInsight Spark cluster

Right now, we do not have any cluster running within our subscription, hence we did not
see any resources on our dashboard. Let's finally create our Spark cluster. Once you click
on the New button you will be shown the following options. You can either type
HDInsight in the search box, or scroll to the Intelligence + analytics option:
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New > Intelligence + analytics /O Searc

— 0O X Intelligence + analytics — B X

L Search the marketplace

MARKETPLACE See all FEATURED APPS

\V

Compute HDInsight
Microsoft's cloud-based Big Data
Networking service. Apache Hadoop and other

popular Big Data solutions.
Storage

Machine Learning Workspace
Web + Mobile A workspace contains your Machine
Learning experiments and predictive
Databases web services.

Inelligemee & anmpies Machine Learning Web Service

Web Service for your machine

Internet of Things learning model

Enterprise Integration

Security + Identity Stream Analytics job
Unlock real-time insights from

streaming data
Developer tools

vV oV VvV VYV YV VYV NV
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Once you select the HDInsight app we can start configuring the cluster. First, create a
name for your cluster.

Note that you cannot use the same name that we present in the following
example.
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New HDInsight Cluster

Cluster configuration

Learn about HDInsight and cluster versions.

* Cluster Name

LearningPySparkTestCluster v

.azurehdinsight.net

* Subscription

Cluster configuration @ o S

Configure required settings

Applications @ a

* Credentials a
Configure required settings

* Data Source @ a

Configure required settings

* Pricing
Please configure required settings

Advanced configurations a
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Cluster configuration

* Cluster Type @ * Operating System * Version

Spark v Spark 2.0.1 (HDI 3.5)

* Cluster Tier @

Spark : Fast data analytics and cluster computing using in-memory processing.

Features

* denotes preview feature

Available Not available
+ Secure shell (SSH) access
+ HDInsight applications
Custom virtual network +
Custom Hive metastore
Custom Oozie metastore
Data Lake Store access

ADLS as primary FS (storage)

v

Next, move to the Cluster Configuration. From the Cluster Type dropdown select
(where + and » denote the latest offered version
of Spark), and the Cluster Tier we will keep as Standard. Click on Select or move to
the Credentials on the left-hand side.

, the Version should be

There you need to create the logins for accessing the cluster or connecting to the cluster
via SSH; create these as you please. Once created, you will be taken to the Data Source

configuration:
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New HDInsight Cluster — B X Data Source N = 4

The cluster will use this data source as the primary
location for most data access, such as job input and
log output.

* Cluster Name
N * Primary storage type
LearningPySparkTestCluster v
W Azure Storage Data Lake Store

.azurehdinsight.net

* Subscription Selection Method @

From all subscriptions v

* Create a new storage account

* Cluster configuration @ S
Spark 2.0 on Linux (HDI 3.5) learningpyspark
Avplicat o Select existing
pplications >
* Choose Default Container @
* Credentials S | storage ‘
Configured
* Location S
* Data Source @ S West US
Configure required settings Cler AAD dentite @
uster entity >
* Pricing a Not Configured

Please configure required settings
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In this example, we will stick with the defaults, that is, we will use the Azure Storage.
We will Create a new storage account.

Note that as with the cluster name, you cannot reuse the name as presented in
the preceding screenshot.

The Choose Default Container option should be treated as a default name for the folder
to store your data in; this name you can reuse.

Once you have configured your storage you will be presented with the Pricing page:

37



New HDlInsight Cluster

Pricing

To learn more, visit our pricing page.

* Cluster Name
LearningPySparkTestCluster v
.azurehdinsight.net

* Subscription

* Cluster configuration @ S
Spark 2.0 on Linux (HDI 3.5)

Applications @
>

* Credentials S
Configured

* Data Source @ S
learningpyspark (West US)

* Pricing S
Please configure required settings
Advanced configurations

a

* Resource Group @

» Create new Use existing
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The options normally default to four workers and two head nodes; in our example, we
will use only two workers. Note that you can select from other machine configurations

with different price tags:
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Number of Worker nodes @ 2 v

* Worker node size S
D4 v2 (2 nodes, 16 cores)

* Head node size S
D12 v2 (2 nodes, 8 cores)

WORKER NODES 124 x2 = 2.49
HEAD NODES 076x2 =152
TOTAL COST 4.01

USD/HOUR (ESTIMATED)
24 of 60 cores would be used in West US.

This price estimate does not include storage
costs, network egress costs, or subscription
discounts.

Questions? Contact billing support

Note: Clusters with more than 32
Worker nodes require a Head node

a size with at least 8 cores and 14 GB
RAM.



Choose your node size

Browse the available node sizes and their features.

% Recommended | View al

D4 V2 Optimized D12 V2 Optimized D13 V2 Optimized

8 Cores 4 Cores 8 Cores
28 GBRAM 28 GBRAM 56 GBRAM
< 16 = 8 < 16
& Disks &> Disks & Disks

= 400 GB - 200GB =~ 400 GB
B ocasso B locaissp B Locaisso

=) 35% faster CPU

1.24

D14 V2 Optimized

16 Cores

112 GBRAM
& 2

< Disks
— 800 GB
B Locasso

=) 35% faster CPU

35% faster CPU

0.76

35% faster CPU

1.37
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Having chosen your pricing tier all that is left is to create a new resource group and create
our cluster.

For convenience, check the Pin to dashboard checkbox; this will help
accessing your cluster as it will show every time you log in to your Azure
Dashboard.

Once created (it might take anything between 10-30 minutes), you shall see a screen
similar to the following:

39



B Al resources

£ Search resources

Dashboard v + Newdashboard ¢ Editdashboard € Share /' Fullscreen @ Clone [ Delete

All resources Get started

LearningPySparkTest...
ALL SUBSCRIPTIONS

HDINSIGHT CLUSTER
#) Resource groups learningpyspark Stora
ge account
Virtual Machines

& App services @ LeamningPySparkTestClu: HDInsight Cluster Provision Windows and Linux virtual machines in

minutes

- | < Z
W SQL databases Running ©
App Service
Create web and mobile apps for any platform and
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Notice the running HDInsight cluster? We're ready to go!

Running Spark code

Once you click on the tile, you will be taken to the cluster overview page:
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J\Z LearningPySparkTestCluster

HDInsight Cluster

C;jl Dashboard ! Secure Shell

@ Delete

/O Search (Ctrl+/)

@ Overview

Activity log

Access control (IAM)
Tags

X

Diagnose and solve problems

SETTINGS

n Locks

Automation script

GETTING STARTED
Quick Start

X Tools for HDInsight

CONFIGURATION
Cluster Login

5 Subscription Cores Usage
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Essentials ~

Resource group (change)
learningPySpark

Status

Running

Location

West US

Subscription name (change)
Free Trial

Subscription ID
9576cf5d-ac46-4343-ae1d-304682e8199f

Cluster
Dashboards

&

Usage

Cluster nodes

4 nodes

Cluster type, HDInsight version

Spark 2.0 on Linux (HDI 3.5.1000.0)

URL
https://LearningPySparkTestCluster.azurehd...
Learn more

Documentation

Getting Started

Quickstart

Head Nodes, Worker Nodes

D12 v2 (x2), D4 v2 (x2)

“

Ambari Views } Scale Cluster

Applications

TYPE NODE SIZE CORES
Head D12 v2 8
Worker D4 v2 16

NODES

Script Actions

Here, you can learn everything about your cluster: its Status, Location, Subscription
name, and Cluster type, HDInsight version. It also shows how many machines there
are in your cluster in the Usage section. From here you can scale your cluster and access
all the features of Spark. If you click on the Cluster Dashboards you will be shown the

following options:

. HDInsight Cluster Dashboard: It takes you to the Ambari view of
your cluster. Here, you can change your cluster configuration at the very
granular level. For example, you get the access to all of the Spark /
HDInsight configuration options:
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%‘\ Ambari  LearningPy... - - Dashboard [EESEVISY I

3

© HDFS Summary  Configs Quick Links ~
© YARN
© MapReduce2 Group  Default(7) ~ Manage Config Groups
0 Tez
hdinsightwatchd... hdinsightwatchd...

© Hive 2 hours ago 2 hours ago

‘ HDP-2.5 HDP-2.5
8 Pig
£ Sqoop V2 |v hdinsightwatchd... authored on Thu, Dec 29, 2016 15:56
© Oozie N
© ZooKeeper »  Advanced spark2-defaults
@ Ambari Metrics

© Jupyter

@ Livy »  Advanced spark2-hive-site-override

Actions v
> Advanced spark2-log4j-properties
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For an overview of all the Spark options, refer to Spark's documentation
http://spark.apache.org/docs/Tatest/configuration.html.

. Jupyter Notebook is the place we will spend most of our time as it
brings us to the Jupyter main page for our cluster.

. Spark History Server takes you to the logs for applications.

. Yarn is a scheduler of jobs. We will use it to monitor our jobs.

Running any Spark job, however, without data makes little sense. Thus, let's move the
data we used in Chapter 7, over to the Azure Data Storage.

Managing data

When we created the Spark cluster we also created a storage account. If you go to your
Microsoft Azure Dashboard main view (just click on Microsoft Azure in the top left
corner of the page), under the All resources tile you should now see two options: the
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HDInsight cluster and the Storage account. After clicking on the Storage account
option, you should see a view similar to the following screenshot:

- learningpyspark

Storage account

= Open in Explorer [ Delete

L Search (Ctrl+/) Essentials ~
Resource group (change) Performance
7 Overview learningpyspark Standard
Status Replication
H Activity log Primary: Available Locally-redundant storage (LRS)
Location
s Access control (IAM) West US
Subscription name (change)
& Tags Free Trial
Subscription ID
2 Diagnose and solve problems 9576cf5d-ac46-4343-ae1d-304682e8199f

SETTINGS

Access keys . - -
Blobs Files III
& Configuration Tables Queues
7 Shared access signature
Monitoring
* Properties
Total requests
& Locks
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Clicking on the Blobs tile will get you to the blob storage. The blob storage is an offering
that is completely data agnostic: it can store data in literally any format, such as text,
CSV, parquet, or JSON (to name just a few); the data can be structured or unstructured.

Click on the container name in the subsequent window to get to a long list of files already
present in your container. On top, click on Upload, select the file, and click on the
Upload button on the bottom of the tab.

Now, let's run some code.

Configuring your session

Before we do that, however, we need to configure our session: right now we have two
workers, each with 16 cores and 28GB of RAM so we can fine-tune the job to the data
better. First, navigate to your dashboard, click on your HDInsight Cluster, then Cluster
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Dashboards, and finally on Jupyter Notebook. This will open a main screen for Jupyter
notebooks. You should see two folders: PySpark and Scala.

Go ahead and create a new folder by clicking on New and selecting Folder. Next, create
a new PySpark notebook inside the newly created folder.

HDInsight uses Sparkmagic that communicates with your Spark cluster through Livy.
Livy is Spark's REST server that allows you to communicate with your cluster from
anywhere in the world. Sparkmag1ic exposes a host of, so called, magic: a set of
commands to simplify interacting with Spark. At the general level the communication
looks similar to what is shown in the following diagram (source:
http://bit.Ty/2hDNCYO0):

jupyter ‘

code, SQL queries

sparkmagic livy spark cluster

i
2 ——results (text, JSON) *?*
i
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First, let's configure our Spark session. In order to do so, inside your notebook type the
following:

%%configure -f

{
"name": "learningPySpark_Example",
"numExecutors": 2,
"executorcCores": 4,
"executorMemory": "2GB"
}
. The %% indicates the magic: in this case it is the configure

command. The -f flag will force drop the session if it already has been
created and will create a new one. The configuration string is JSON-
formatted; you can pass any of the following most used commands (sorted in
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a somewhat arbitrary order from what we deem most to least likely
used):name: Tthe name of your applicationnumExecutors: Number of
executorsexecutorcores: Number of executor coresexecutorMemory:
Amount of memory requested for the applicationpyFiles: List of other
Python files to be used during the session, can be single.py file(s)
(separated by commas) or .egg/.z1ip whole moduleskind: A kind of the
kernel to use, can be pyspark, pyspark3, spark, or sparkr; this parameter
is automatically passed by the Jupyter notebook when you run the
%%configure so you do not have to specify thisdriverMemory: How much
memory to reserve on the driverdrivercores: How many cores to use on
the driverheartbeatTimeoutInSecond: Indicates the longest interval (in
seconds) between heartbeat communication to/from the Spark server

The remaining parameters are less likely used and you can look them up online
if required.

Now that we have our session configured you should see a similar output from running
the code:

Current session configs: {u'executorCores': 4, u'numExecutors': 2, u'executorMemory': u'2GB', u'name':
u'learningPySpark Example', u'kind': 'pyspark'}

No active sessions.
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Other magic words include %%help, which will show all the commands that you can run:

45



Magic Example Explanation

info % %info Outputs session information for the current Livy endpoint.

cleanup | % %cleanup -f Deletes all sessions for the current Livy endpoint, including this notebook's session. The force flag is mandatory.
delete % %delete -f -s 0 Deletes a session by number for the current Livy endpoint. Cannot delete this kernel's session.

logs % %logs Outputs the current session's Livy logs.

configure | {"executorMemory": "1000M",

Configure the session creation parameters. The force flag is mandatory if a session has already been created
and the session will be dropped and recreated.

Look at Livy's POST /sessions Request Body for a list of valid parameters. Parameters must be passed in as a
JSON string.

% %configure -f

"executorCores": 4}

sql

Executes a SQL query against the variable sqlContext (Spark v1.x) or spark (Spark v2.x). Parameters:
« -0 VAR_NAME: The result of the query will be available in the % %local Python context as a Pandas
dataframe.

%%sql -o tables -q -g: The magic will return None instead of the dataframe (no visualization).

SHOW TABLES « -m METHOD: Sample method, either take or sample.
« -n MAXROWS: The maximum number of rows of a SQL query that will be pulled from Livy to Jupyter. If
this number is negative, then the number of rows will be unlimited.
« -r FRACTION: Fraction used for sampling.
% %local . . . .
local ac1 All the code in subsequent lines will be executed locally. Code must be valid Python code.
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We will try some of them soon.

Running code

Having the session configured, let's start it and import our data from the storage account.
Run the following code in your notebook (and substitute your names in place of the
storage and container):
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storage = 'learningpyspark'
container = 'storage'
f = "births_transformed.csv.gz'

conn = 'wasb://{0}@{1}.blob.core.windows.net/{2}"'.format(
container,
server,

.F

births = spark.read.csv(
conn,
header=True, inferschema=True)




The string for connecting to the Azure Blob Storage has the following format:
wasb[s]://<container_name>@<storage_account_name>.bTob.

core.windows.net/<path>.

Running the preceding code should create the session and load the data into our
notebook. You should see something similar to the following:

Starting Spark application

ID | YARN Application ID Kind State | Spark Ul | Driver log | Current session?

5 |application_1483055828481_0010 | pyspark |idle |Link Link v

SparkSession available as 'spark'.
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Now that we have loaded our data we can run some simple code. Let's aggregate the data
by BIRTH_PLACE in a way we already know:

for col 1in births \
.groupby ('BIRTH_PLACE') \
.count( \
.sort('BIRTH_PLACE"') \
.collect():
print(col)

The preceding code produces the following output:

Row (BIRTH_ PLACE=1, count=44558)
Row(BIRTH_PLACE=2, count=136)
Row(BIRTH_PLACE=3, count=224)
Row(BIRTH_PLACE=4, count=327)
Row (BIRTH_PLACE=5, count=74)
Row (BIRTH_PLACE=6, count=11)
Row(BIRTH_PLACE=7, count=91)
Row(BIRTH_PLACE=9, count=8)
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The same (and more) can be attained with the %%sq1 magic:
%%sql -o birthpPlace
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SELECT BIRTH_PLACE,
COUNT(*) AS Count

FROM births_sql

GROUP BY BIRTH_PLACE

ORDER BY BIRTH_PLACE

What follows the %%sq1 is a pure ANSI SQL syntax that aggregates the data at the
BIRTH_PLACE level and produces the following, nicely formatted table:

BIRTH_PLACE | Count
1 44558
2 136

3 224

4 327

5 74

6 11

7 91

9 8
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The output, however, can easily be changed at a click of a button to either of these
options:

Type: Table Pie Scatter Line Area Bar

B05793_12_31.png

This is what a pie chart looks like:
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The -o flag we used in the %%sq1 statement instructs the magic to expose the result
as pandas DataFrame.

Use the -0 flag carefully. As stated previously, the results are being exposed
locally, that is, the data is moved back to the head node. If the result is big this
will not be the most efficient way to look at your data.

Now you can access and play with the data in a more way:

%%local
birthPlace.head()

Note the %%1ocal magic - you can now load, for example, Matplotlib library and
visualize your data that way.

The preceding code will produce a very similar output:
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Type: Table Pie Scatter Line Area Bar

BIRTH_PLACE | Count

1 44558

1

74

6
3 224
5
9
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So far we have played with Spark in our local machine so execution was with a single
node only. Let's check how this works on the cluster.

Monitoring jobs execution with Yarn

First, open the Yarn UI (User Interface): go to the Cluster Dashboards on your
HDInsight cluster, and click on Yarn. A window similar to the following should pop up:

@hadaap All Applications foosedin s e

Cluster Metrics
Apps Submitted | Apps Pending | Apps Runing | Apps Completed | Containers Running | Memory Used | Memory Total | Memory Reserved | VCores Used | VGores Total | VCores Reserved | Active Nodes | Decommissioned Nodes | Lost Nodes | Unhealthy Nodes | Rebooled Nodes
10 [) a 7 5 25068 50GB 13 5 20 o 2 [ [ [ °

Scheduler Metrics

Schediuler Type Scheduing Resource Type Minimum Allocation Maximum Allocation
Capaciy Scheauler MEMORY] memor 1y:512, vCoresi1> <memory 25600, vCores:15>
Show 20 ¢ entres Search:
user Applcaton Queue  Applcaton SurTimo | FinshTime Ruming | MG Aocsted | seol | kol Bacsted
D Name ppice pplens Sao o Fnasaus o Conanos (&7, Momory Quoto Cluser Progress o Tracking U e
applcation 1483055628481 0010 fvy  fvy-session- 5 SPARK  default O SatDec  NA RUNNING UNDEFINED 3 a s 260 130 ‘ApplcationiMaster 0
51
20850
5800
2016
‘appleation 1483055628481 0009 vy Ivy-session- 4 SPARK  default 0 FriDec30 FriDec30 FINISHED SUCCEEDED NA NA NA 00 00 History NA
210101 210152
B0 08002015
2016
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It lists all the running and finished applications. Clicking on the ApplicationMaster
under the Tracking UI column will open the execution log for your application:
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Sﬁdﬁ(\zhnum_‘ Jobs Stages  Storage

Spark Jobs

User: yam

Total Uptime: 8.0 min
Scheduling Mode: FIFO
Completed Jobs: 9

» Event Timeline

Completed Jobs (9)

Job Id

8
7
6
5
4
3
2
1
0
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Description
runJob at PythonRDD.scala:441

runJob at PythonRDD.scala:441

runJob at PythonRDD.scala:441

t0JSON at NativeMethodAccessorlmpl java:-2
collect at <stdin>:4

collect at <stdin>:4

csv at NativeMethodAccessorlmpl java:-2

csv at NativeMethodAccessorlmpl java:-2

csv at NativeMethodAccessorlmpl javai-2

Environment Executors

Submitted

2016/12/31 22:54:49
2016/12/31 22:54:49
2016/12/31 22:54:48
2016/12/31 22:54:47
2016/12/31 22:54:43
2016/12/31 22:54:41
2016/12/31 22:54:35
2016/12/31 22:54:35
2016/12/31 22:54:33

saL

Duration
75ms
67 ms
09s
08s
06s
2s

2s
01s

1s

Stages: Succeeded/Total
1/1 (2 skipped)

1/1 (2 skipped)

2/2 (1 skipped)

2/2

2/2 (1 skipped)

2/2

n

1”1

11

livy-session-7 application Ul

Tasks (for all stages): Succeeded/Total
4/4 (201 skipped)
4/4 (201 skipped)
201/201 (1 skipped)
201/201
209/209 (1 skipped)

201/201
7
n

17

The view lists all the jobs completed during the execution of the app. You can see that
some of the stages were skipped: this is because those stages were executed earlier and
Spark was intelligent enough to recognize that and not run the same jobs multiple times.

You can also glimpse inside each job and see what stages were executed by what
executors, and other interesting statistics for each job stage:
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Stages  Storage

Details for Stage 6 (Attempt 0)

Total Time Across All Tasks: 1.0s
Locality Level Summary: Node local: 8; Process local: 192
Shuffle Read: 504.0B/8
Shuffle Write: 504.0B /8

» DAG Visualization
» Show Additional Metrics
» Event Timeline

Summary Metrics for 200 Completed Tasks

Metric
Duration

GC Time

Min

1ms

oms

Shuffle Read Size / Records

Shuffle Write Size / Records

Aggregated Metrics by Executor

Executor ID &

1
2

Tasks (200)
Page: 2
Index 4 ID
208
1 209
2 210
3 211
4 216
5 217

>

Address
10.0.0.7:44793
10.0.0.6:46439

Attempt  Status

o o oo oo

SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS

0.08/0
0.08/0

Task Time
2s
2s

Locality Level
PROCESS_LOCAL
PROCESS_LOCAL
PROCESS_LOCAL
PROCESS_LOCAL
PROCESS_LOCAL
PROGESS_LOCAL

Environment

Executors ~ SQL

25th percentile

2ms
oms
0.08/0
0.08/0

Total Tasks

150

50

Executor ID / Host
2/10.0.06
2/10.0.06
2/10.0.06
2/10.0.06
2/100.06
2/100.06
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As you can see, each task took between Ims to 27ms to run with the median being 3ms.
GC Time is the Garbage Collection time. The view lists both of our executors (as
requested), the time it took to run each task, and how many tasks failed and succeeded
(among other things). At the following link, you can check information about each task
execution: status, executor ID, when it was launched, and how long it took to execute.
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Failed Tasks

0
0

Launch Time

2016/12/31 22:54:43
2016/12/31 22:54:43
2016/12/31 22:54:43
2016/12/31 22:54:43
2016/12/31 22:54:43
2016/12/31 22:54:43

Median
3ms
oms
0.08/0
0.08/0
Succeeded Tasks
150
50

Duration GG Time
24ms

11ms

15ms

9ms

8ms

7ms

75th percentile

Shuffle Read Size / Records
504.0B/8
0.08B/0

2 Pages. Jumpto 1

Shuffle Read Size / Records.
0.0B/0
0.0B/0
0.0B/0
0.0B/0
0.0B/0
0.0B/0

Write Time

livy-session-7 application Ul

Max
27ms
oms
630B/1
630B/1

Shuffle Write Size / Records
5040B/8
0.08B/0

Show 100 items in a page.  Go

Shuffle Write Size / Records Errors
0.0B/0
0.08B/0
0.0B/0
0.08B/0
0.0B/0
0.08B/0

If you want to learn more about the locality level you can read more here:
https://spark.apache.org/docs/Tatest/tuning.html#data-

Tocality.




Summary

In this chapter we provided you with an introduction to two great (and free) offerings of
Spark in the cloud: the (always free) Databricks Community Edition, and Microsoft's
HDInsight free 30-day trial offer. We presented how you can sign up, configure and get
started with these two offers. This is by no means an exhaustive description of the offers
but rather an introduction to get you started. Also, for space reasons, we did not cover
other Spark offers from other players like Google or Amazon. These, however, you can
look up by following the links we provided at the beginning of the chapter.

In the next chapter we will show you how to leave the warm nest of notebooks and
submit your jobs using the spark-submit command. It will be a prelude to how you can
programmatically submit and run jobs in much larger clusters.
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